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Abstract

The individual identification of cattle is crucial for herd management and food safety,
as well as for complying with the demands of export markets, particularly those within
the European Union. In addition, traditional identification methods such as ear tagging,
tattooing, or hot-cold branding have significant limitations in terms of reliability, loss
rates, and animal welfare. The study proposes and evaluates a non-invasive biometric
identification method using the analysis of distinctive patterns in cow coat colours. The
approach we use is the CLIP deep learning model (ViT-L-14) to derive a feature vector,
or "biometric signature," from a picture of each cow's coat colour pattern. This method
was evaluated on a large dataset (Cows2021) containing 23.350 images representing 301
unique individuals. Utilizing a cross-validation technique (80% training/20% testing),
the system exhibits better performance with an accuracy of 94.28%. Additionally,
performance metrics revealed precision at 94.67%, recall at 94.28%, and an F1-score at
94.27%; this result confirms the robustness of the model in the face of class imbalances.
Consequently, it is believed that the extensive adoption of this method will reduce labour
in herd management and improve automatic, reliable, and animal welfare-oriented
identification and traceability within the livestock sector, thereby facilitating substantial
advancements in precision livestock farming practices.

Keywords: Biometric identification, Cattle welfare, Cattle management, CLIP model,
Deep learning, Precision livestock farming

INTRODUCTION

Identification and traceability in livestock is crucial for
achieving accuracy in sustainable animal husbandry and
ensuring food security. This entails monitoring the whole
lifetime of animals, from birth to processing, enabling
farmers to successfully oversee health, welfare, and
environmental implications. Implementing comprehensive
traceability systems enables stakeholders to improve
transparency and foster customer confidence in the
food supply chain "%, Besides simple herd management,
it becomes a strategic concern for biosecurity,
epidemiological surveillance, product certification, and
customer trust, embodying the notion of “from farm to
fork” Traditional animal identification methods such as
branding, tattooing, ear notching, collar id, ear-tagging,
and even electrical identification methods such as Radio
Frequency Identification (RFID) are not reliable enough
for cattle identification due to ear-tag loss, label fading,
physical damage to tags due to harsh climates, damage

to ears, animal welfare concerns, theft, fraud, and
duplication 2. Ear tag identification is also performed
manually and is consequently susceptible to human
error [*l. These strategies do not produce successful
results. However, there are operational, economic, and
management challenges with large-scale monitoring of
livestock animals **!. Therefore, non-invasive approaches
for the identifying of livestock on farms are required ©°\.

Conventional identifying systems, have been used for an
extended period . However, traditional methods are
being questioned due to their low reliability, risk of loss,
wear and tear, forgery, and the damage they cause to animals’
ears and bodies. From an ethical and animal welfare
perspective, these practices are a demonstrated cause of
pain, distress, and infection risk for animals (6811214,
Addressing these concerns requires a thorough examination
of current practices and a commitment to implementing
more humane alternatives. By prioritizing the well-being
of animals, we can create a more compassionate approach
that aligns with societal values. These challenges have
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paved the way for the emergence of a new paradigm
based on biometric identification, which aims to utilize
unique and unchangeable physiological characteristics
as natural identifiers. The literature explores many of
these biometric data types. For examples, the analysis of
nose prints (the tip of the nose) and retina images has
demonstrated a high capacity for discrimination !>,
However, its implementation encounters a significant
operational constraint: the need for stringent immobilization
of the animal and the method’s sensitivity to the
cleanliness of the nasal surface. Other techniques, such
as face recognition or eye analysis, although promising,
have obstacles due to differences in brightness, capture
angles, age-related morphological changes, and, most
importantly, phenotypic uniformity within certain cow
breeds, which might confuse the algorithms "7l In
this context, the coat color pattern of cattle stands out as
particularly robust biometric data: it is unique to each
individual, stable over time, covers a large area, and can
be captured remotely without direct intervention on the
animal 21, However, the potential of this marker has
long been underutilized due to the inherent complexity
of its patterns and the poor performance of traditional
pattern recognition algorithms in the face of such
variation. The emergence of deep learning architectures,
and particularly pre-trained baseline models on billions of
images, offers an unprecedented opportunity to overcome
these technological hurdles 124,

This research introduces and substantiates a comprehensive
cattle identification approach using the CLIP (Contrastive
Language-Image Pre-Training, ViT-L-14) model .. The
primary contribution of this work is the application of an
advanced vision model, not for traditional classification
tasks, but for its capacity to encode intricate covering
patterns into dense and semantically rich vector
representations. These vectors function as a secure digital
signature, or “biometric data value,” for each animal.
This study aims to demonstrate the feasibility and high
performance of the proposed approach by developing a
system capable of generating signatures, storing them in
a database, and utilizing them for identification purposes.

In this respect, the main contributions of this study
are threefold: first, it proposes a method of contactless
biometric identification that eliminates the stress and risks
of infection associated with invasive devices (tags, implants).
Secondly, it validates the use of overlay patterns as a
permanent and unique biometric feature, offering a reliable
alternative to artificial methods that are susceptible to loss
or interference. Third, it demonstrates the effectiveness of
transfer learning through the CLIP model; its use ensures
accurate identification without requiring large annotated
datasets and computationally intensive resources typical
of traditional deep learning models.

MATERIAL AND METHODS
Ethical Statement

This study does not present any ethical concerns.
Dataset

Thisstudyused 23.350 images from the dataset published
on https://datasetninja.com/cows2021#download. The
dataset wasspecifically designed toimprove and evaluate
the performance of our identification system. It consists
of two separate directories located in the same folder as
the execution code: a reference directory called images
and a benchmark directory called tests. The reference
database was constructed from a directory of images,
each containing four images representing unique cattle
(Fig. 1); these images were used to generate biometric
signatures stored in the animal_biometric.db database,
which forms our repository of known individuals. At
the same time, the test set in the test directory consists
of 23.350 different images used to query the system and
quantitatively evaluate its performance by comparing it
with four reference individuals. All images in the dataset
are pre-processed, sized at a standard resolution of 224
X 224 pixels, in accordance with the requirements of
the CLIP model. To provide a rigorous and statistically
significant assessment, the “Identification” dataset of
301 individuals and 23.350 images was used. The data
was divided according to a strict protocol: 80% of the
images were set as training and the remaining 20% as
test sets.

For each image, a 14-dimensional embedding vector
was extracted using the CLIP ViT-L-768 model. Then
the cosine similarity between the test vector and the
set of training vectors was calculated. In contrast to
the use of fixed empirical thresholds, the definition
is defined as “1. Level Matching” approach, where the
identity corresponding to the highest similarity score is
preserved. The soundness of the decision is confirmed
by the analysis of the ROC curve and the calculation of
the AUC score”

Fig 1. Images in the dataset
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Proposed Approach an integration space of 768 dimensions, and was more

This section summarizes the design and functionality
of our proposed identification technique. The proposed
methodology uses the CLIP (Adversarial Language-
Image Pre-Training) deep learning model, specifically its
ViT-L-14 variant, to extract features from photographs of
cow coat colours 2.

System Architecture

The proposed identification system has an architecture
with two primary stages (Fig. 2):

1. Mining and Documenting Biometric Signatures: In this
initial phase, a photograph is taken of each cow so that
it can be identified. The CLIP model takes the photo of
its coat and makes a rich, high-dimensional feature vector
from it. This vector, which is the animal’s “biometric
signature,” is stored in a relational database that gives each
species a unique ID and the name of the photo file that
goes with it. People may then utilize this database to find
out who they are.

2. Identification of a New Cow: A photograph of the cow’s
coat pattern is taken so that it may be identified. To get
a feature vector from the query image, the CLIP model
is employed. After that, a similarity measure is used
to compare the vector to all the feature vectors in the
database. The algorithm finds the vector that is most like
the query vector and calls it the identity if its score is high
enough.

Extracting Visual Features with the CLIP Model

The proposed methodology basically utilizes the CLIP
(Contrastive Language-Image Pre-Training) framework
developed by OpenAl . CLIP learned from a large
number of image-text pairs, which helped it learn how to
connect visual representations with natural language. This
contrastive learning process equips CLIP with a significant
ability to understand and express the semantic substance
of images, beyond basic object recognition. The ViT-L-14
variation of the CLIP was selected because it worked
better, had more complicated architecture generating

«»

Take a photo of the

cattle's skin

Process Image with
CLIP Format

Create Biometric
Signature

Fig 2. Flowchart of the proposed method

Animal Identity
Verified

Finished

Animal Identity
Could Not Be
Verified

Compare with
Training Data

s the similarity
high?

accurate and resilient in visual representations 7).

This is how to get visual characteristics from a picture
of a cow’s coat colour pattern:

1. Image Loading & Preprocessing: The texture photo is
taken from the right folder and saved in RGB format. The
image is resized to a common resolution of 224x224 pixels
so that the CLIP model can get the same input every time.
This resize standardizes the dimensions of the models
input tensors.

2. Using the CLIP Model to Code: The preprocessed picture
is then used with the CLIP ViT-L-14 model. The model
uses its image encoder to get a vector representation of
the picture. This vector shows the coat’s typical patterns,
textures, and color distributions. It is a high-level
abstraction of the image’s visual content.

3. Normalization of the Feature Vector: The L2 norm is
used to normalize the feature vector that the CLIP model
created. This normalization ensures that all vectors
have a unit magnitude, which is crucial for subsequent
comparison based on cosine similarity. Normalization
allows us to focus on the orientation of the vectors rather
than their magnitude.

The resultant feature vector is a compact digital
representation of the coating pattern, prepared for storage
in the database or comparison with other vectors for
identification purposes.

Similarity Measurement: Cosine Similarity

Cosine similarity quantifies the resemblance between
the feature vector of the query picture and each feature
vector (Vbase) inside the database. Cosine similarity
quantifies the cosine of the angle between two vectors
in a multidimensional space. It is delineated by the
accompanying formula:

Vquery x Vdatabase
lVquery|l x [Vdatabasell

Cosine Similarity(Vquery, Vdatabase) =

a- VqueryxVdatabase, this expression represents the scalar
product of two vectors.

b- [[Vqueryl|x||Vdatabase||, this represents the euclidean
norms of the involved vectors.

Cosine similarity produces a value between -1 and 1,
where 1 indicates perfect similarity (the two vectors are
directed in the same direction), 0 indicates no linear
correlation, and -1 indicates perfect contrast.

Identification and Similarity Thresholds

The identification process relies on calculating the cosine
similarity between the query vector and the set of vectors
in the database. To ensure maximum resilience in the face
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of environmental changes, this study opts for a “matching”
approach rather than an arbitrary cut-off threshold.

According to this method, the identification decision is
determined by the highest similarity score: the queried
image is assigned to the identity of the reference vector
(Similarity,,,), which maximizes cosine similarity. The
discriminating capacity of the model is assessed by analysis
of the ROC curve with a sub curve area (AUC) of 0.723.
This result confirms that the system consistently gives
higher scores to positive pairs (in the same individual)
than to negative pairs; thus, without the need for manual
calibration of a certain threshold, it verifies the reliability
of the decision.

RESULTS

To evaluate the effectiveness of the proposed approach
on a representative scale, rigorous experiments were
conducted on the full “Identification” subset of the dataset;
this subset included 301 cattle, and a total of 23.350
images were found. In contrast to limited pre-tests, this
assessment was conducted using the 80% (Training)/20%
(Test) section protocol.

Feature vectors were extracted using the CLIP ViT-L-14
model. Identification was performed by the matching
method, where the predicted ID matched the vector in the
gallery with the highest cosine similarity to the test image
(Table 1). In the test set, the system achieved an overall
accuracy rate of 94.28%. This performance is justified
by an F1 score of 94.27%, indicating an optimal balance
between precision and recall, as detailed in Table 2.

Matching Correct Train Image

Matching Correct Test Image

Fig 3. Correctly matched sample images in train and test datasets

Table 1. Recognition percentages of the test group (20%)

Image Matches Mismatches Total
Number 4402 268 4670
Percentage (%) 94.28 5.72 100

Table 2. Performance Metrics of CLIP ViT-L-14

Criteria Percentage
Accuracy 94.28%
Precision 94.67%
Recall 94.28%
F1-Score 94.27%

A ROC (Receiver Operating Characteristic) curve was
generated to analyze the stability of the system in the
verification task (Fig. 4). The area under the curve (AUC)
is 0.723; this value demonstrates the model’s ability to
accurately distinguish identities regardless of threshold
variations.

In addition, a detailed analysis by class was carried out
to assess the consistency of recognition across the 301
individuals. The distribution of accuracy (Fig. 5) reveals
a strong asymmetry towards maximum performance:
146 individuals (48.5%) were identified with a perfect
accuracy of 100%. Conversely, only 23 individuals have
a recognition rate of less than 80%. This confirms that
the CLIP model is able to extract visual representations
that are unique enough for the vast majority of the herd,
despite environmental challenges.

Furthermore, in a group of 23 individuals, the recognition
rate having an accuracy rate less than 80% indicates that
severe clogging, excessive lighting changes, and motion
blur are the main causes of misidentification (Fig. 6).

Consequently, the experimental results strongly confirm
the potential of the proposed approach while identifying

Accuracy rate 94.28%

1.0 4 = ROC (AUC =0.723)

0.8

0.6

0.4 1

0.0 0.2 0.4 0.6 0.8 1.0

Fig 4. Roc curve
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Distribution of success in recognizing cows (Class-based analysis)

Number of cows.
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Fig 5. Distribution of recognition success of cows

Failure Cases (Mismatched Examples)

Fig 6. Incorrectly matched images

clear areas for improvement, particularly regarding
robustness to capture conditions and optimization of the
decision threshold.

Di1SsCUSSION

The experimental results, obtained in a large dataset
containing 301 cows and 23.350 images, demonstrate the
robustness of the proposed approach. In contrast to limited
preliminary studies, this large-scale analysis achieved
a 94.28% Accuracy rate and a 94.27% F1-Score. These
performances convincingly confirm the effectiveness of
the CLIP model for biometric identification of cattle that
does not compromise their body integrity.

The main contribution of this study lies in the successful
implementation of zero-shot learning without the need
for costly retraining. While the seminal work of Martinez
and Kak ! addressed the limitations of classical linear
methods, recently, deep learning-based approaches and
specialized architectures for livestock identification have
been proposed by Sharma et al.’? and Wang et al.l?*
Despite their high accuracy, these methods necessitate
significant computational resources and intricate training
processes. Similarly, Jing et al.”® explored vision and
language models (Animal-CLIP) for action recognition.
Our study complements this emerging literature by
showing that the CLIP Standard Model can be used
efficiently with minimal computational cost for individual
identification; thus, it offers a more accessible and scalable
solution for the daily management of herds.

Analysis of errors related to 5.72% of unidentified cases
reveals that failures are not random but linked to specific
circumstances. Visual inspection of cases with an accuracy
rate of less than 80% shows that severe clogging (sludge,
equipment) and excessive lighting changes are the main
causes, confirming the challenges noted by Andrew et

al.’® in their pioneering work on RGB-D imaging. The
current ROC-AUC analysis (AUC = 0.72) provides a solid
statistical basis for the reliability of the system.

It is important to highlight that the recommended method
against misidentification in herd management provides
94.28%. While no biometric system is infallible, this high
success rate positions the proposed method as a reliable
decision support system. When used in conjunction with
human oversight during critical operations, it offers a better
alternative to traditional methods and minimizes risks.

In conclusion, the images have environmental challenges
that lead to identification errors: loss of emphasis and
detail at high light exposure, blurring of motion affecting
the sharpness of the pattern, excessive shooting angle
limiting visibility, and shadows that alter the appearance
of biometric features. These examples validate the primary
relationship between system performance and image
acquisition quality. It is believed that these challenges
encountered during field imaging can be overcome with
more advanced camera and imaging methods.

In terms of practical application, the proposed approach
considerably simplifies herd management. Unlike
traditional models that require expensive retraining
at each birth, our system allows for instant database
updates simply by adding a reference photo of the new
animal, making the technology accessible via standard
surveillance cameras.

Despite the findings demonstrate the robustness of the
CLIP methodology with a Rank-1 accuracy of 94.28%
over 301 subjects, this research presents several limits that
should be acknowledged for practical implementation. The
examination was conducted post hoc on static pictures.
This method models visual fluctuation but fails to replicate
the complexities of real-time deployment on a continuous
video stream, where optimal frame selection is essential.
Secondly, while the model demonstrates resilience to partial
occlusions and moderate motion blur, its efficacy under
extreme environmental conditions—such as complete
obscuration of the coat pattern by excessive mud or near-
total darkness—has not been assessed and may necessitate
supplementary infrared sensors. Ultimately, an ethical and
operational analysis reveals a residual error rate of around
5%. Consequently, this system need to be regarded as a
management tool (for instance, for observing behavior or
feeding) rather than an unequivocal authority forirrevocable
choices (such as slaughter or the implementation of medical
treatments). Human validation is advised for these essential
procedures to provide comprehensive security.
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